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Warning 

The paper is rather technical. What matters is understanding / getting an intuition of:


• The problem

• The challenges

• The result


Slides with difficult content are marked with 🔴



Graph Hypergraph

• Hypergraphs and graphs ARE different objects


• A hypergraph induces a unique clique decomposition but the converse is not true

• Daily life intuition: group chat vs. direct message

• Battiston et al. Physics Reports 874 (2020)

https://www.sciencedirect.com/science/article/pii/S0370157320302489


Community detection

“In
fo

rm
at

io
n”

Peixoto, Advances in Network Clustering and Blockmodeling (2019)

https://onlinelibrary.wiley.com/doi/10.1002/9781119483298.ch11


Community detection is hard 

• Ground truth communities are difficult or impossible to define 
Peel et al. Sci. Adv. 3, e1602548 (2017)


• How does one measure how much “Information” the communities give?


• The problem has exponential computational complexity, solutions have to be efficient

https://www.science.org/doi/10.1126/sciadv.1602548
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Message passing is a method to perform inference on graphical models 
 
Mézard and Montanari, Information, Physics, and Computation (2009)

Message passing

https://web.stanford.edu/~montanar/RESEARCH/book.html


• Community detection


• Factor graph: a graph to represent the factorization of a function, the 
probability of belonging to a community given the graph / hypergraph


It is a smart method!  
 
Paying the price of an approximation, we reduce the complexity from 
exponential to polynomial (on networks)
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Message passing is a method to perform inference on graphical models

• Community detection


• Factor graph: a graph to represent the factorization of a function, the 
probability of belonging to a community given the graph / hypergraph


It is an efficient method on graphs! 
 
Paying the price of an approximation, we reduce the complexity from 
exponential to polynomial



Let’s look at how inferential community detection 
works  in practice



A famous result

Task: Stochastic Block Model 

• Sample the ground truth communities


• Build a graph where            in class         is a random variable


• Detect communities

i ∼ j Aij ∼ Bernoulli (pab)a, b



Task: Stochastic Block Model 

• Sample the ground truth communities


• Build a graph where            in class         is a random variable


• Detect communities (with MP, you get the probability of a node belonging to community)

Inference

A famous result

i ∼ j Aij ∼ Bernoulli (pab)a, b



A famous result

Ac
cu

ra
cy

in degree / out degree Mixed upAssortative

Decelle et al. PRL (2011)

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.107.065701


A famous result

Ac
cu

ra
cy

in degree / out degree Mixed upAssortative

Decelle et al. PRL (2011)

| in degree - out degree | = #communities avg. degree

N → ∞

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.107.065701


What about hypergraphs?



Does a phase transition appear in hypergraphs?


If yes,


1. What is the contribution of hyperedges?


2. Can we find the critical threshold in closed form?


3. Will the result tell us something important about hypergraphs?
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Task: Stochastic Block Model 

• Sample the ground truth communities


• Build a hypergraph where        is a random variable


• Build a graph where            in class         is a random variablei ∼ j Aij ∼ Bernoulli (pab)a, b

Ae Ae ∼ Bernoulli 1
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• Detect communities

i ∼ j Aij ∼ Bernoulli (pab)a, b

Ae Ae ∼ Bernoulli 1
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i<j∈e
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Message passing 

Message passing is a method to perform inference on graphical models


• Factor graph: a graph to represent the factorization of a function, the probability of 
belonging to a community given the graph / hypergraph

i a

Let’s hone the intuition  

Message passing on a factor graph gives us the probability of     to be in a community       
based on “its neighbors” (a cavity)


Challenge: additional exponential complexity


Solution: dynamic programming, no approximation, 
polynomial complexity 



Phase transition for hypergraphs 

in degree / out degree Mixed upAssortative

Ac
cu

ra
cy

Exp Theory

Ruggeri, AL, De Bacco JSTAT (2024)

https://iopscience.iop.org/article/10.1088/1742-5468/ad343b


Phase transition for hypergraphs 

in degree / out degree Mixed upAssortative
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Does a phase transition appear in hypergraphs?


If yes,


1. What is the contribution of hyperedges?


2. Can we find the critical threshold in closed form?


3. Will the result tell us something important about hypergraphs? 🔴
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| in degree - out degree | = f(#comm, avg. degree, hyperedge distribution)

g(hyperedge distribution)

pH({i, j}, e) =
1
E

2
|e | ( |e | − 1)

pE(e) =
1
E

g = H({i, j}) − KL(pH | |pC ⊗ pE)

pC({i, j}) =
1
E ∑

e∈E : i,j∈e

2
|e | ( |e | − 1) KL(pH | |pC ⊗ pE) = I(e, {i, j})
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(the lower the better, the 
phase transition shifts to 
the right)

https://iopscience.iop.org/article/10.1088/1742-5468/ad343b


Ruggeri, AL, De Bacco JSTAT (2024)

Social contact

https://iopscience.iop.org/article/10.1088/1742-5468/ad343b


Take home message

Principled and efficient inference on large complex systems is possible…


… and we should do it
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